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FEATURES



➢Introduction to Statistics 
➢Measures of Central Tendency
➢Measures of Dispersion 
➢Linear Correlation and Regression 
➢Counting Techniques and Probability
➢Discrete Probability Distributions
➢Continuous Probability Distributions
➢Sampling Distributions & Central Limit 

Theorem 
➢Estimation and Confidence Intervals
➢Hypothesis Testing

CONTENT



■ Define terms used in statistics and distinguish between descriptive and inferential statistics,
populations and samples.
■ Identify the benefits and drawbacks of sampling methods used in statistics, along with 
when to use each of them.
■ Distinguish among the types of studies used in statistics, including experimental studies, 
observational studies, and surveys and censuses.
■ Differentiate among qualitative, continuous quantitative, and discrete quantitative 
variables, as well as nominal, ordinal, interval, and ratio levels of measurements.
■ Organize and present qualitative data using tally charts, frequency distribution tables, pie 
charts, and bar charts.
■ Organize and present quantitative data using tools, including stem-and-leaf plots, tally 
charts, frequency tables, histograms, frequency polygons, ogives, and line graphs.

SAMPLE

1.1 Overview of Data and Data Collection
1.2 Organizing and Presenting Qualitative Data
1.3 Organizing and Presenting Quantitative Data



■ Define and calculate various measures of central tendency for ungrouped data, including 
mean, median, and mode.
■ State the advantages and disadvantages of the various measures of central tendency and 
indications for the use of each.
■ Identify outliers and describe their effect on the arithmetic mean and compute the mean of a 
trimmed data set.
■ Calculate the weighted arithmetic mean and various non-arithmetic means, including the 
geometric mean and the harmonic mean.
■ Calculate the value of the mean, median, and mode for grouped data with unique classes or 
class intervals.
■ Identify the relationships between mean, median, and mode for symmetrical and skewed 
distributions

2.1 Mean, Median, and Mode
2.2 Arithmetic and Non‐Arithmetic Means 
2.3 Measures of Central Tendency for Grouped Data 
2.4 Skewness and Interpreting Measures of Central Tendency

SAMPLE



■ Describe data using various measures of position, including quartiles, percentiles, range, and 
interquartile range (IQR).
■ Construct and interpret a box-and-whisker plot and use it to identify outliers. 
■ Calculate and interpret various measures of dispersion, including the mean absolute deviation 
(MAD), variance, and standard deviation.
■ Compare the standard deviations of two or more data sets to identify the set with greater 
dispersion.
■ Interpret the standard deviation of a data set using the Empirical rule and Chebyshev's theorem, 
and how they relate to the shape of a distribution.
■ Calculate the coefficient of variation and use it to compare the variation of two or more data sets

3.1 Measures of Position and Range 
3.2 Measures of Deviation

SAMPLE



■ Differentiate between independent variables and dependent variables.
■ Create a scatter plot and identify possible relationships between the two variables.
■ Compute the linear regression equation (line of best fit) using the least squares method and 
plot it against a scatter plot of the data.
■ Interpret the slope and y-intercept of the line and use the regression equation to predict the 
value of the dependent variable for a selected value of the independent variable.
■ Calculate the Pearson linear coefficient of correlation (r) to explain the type of relationship and 
calculate the coefficient of determination (r2) to explain the strength of the relationship.
■ Construct a residual plot and identify the outliers from a scatter plot.
■ Define the terms 'explained deviation', 'unexplained deviation', and 'total deviation', calculate 
their values for a given data set, and use them to compute the coefficient of determination (r 2).

4.1 Scatter Plots and Correlation 
4.2 Linear Regression

SAMPLE



■ Distinguish between theoretical, empirical, and subjective approaches to probability.
■ Determine the various outcomes and events for a given experiment.
■ Use outcome tables, tree diagrams, and Venn diagrams to construct the sample space for 
an experiment. 
■ Distinguish between mutually exclusive and non-mutually exclusive events, as well as 
independent and dependent events.
■ Calculate probabilities using a variety of approaches, including the general sample space 
approach, addition rule, multiplication rule, complementary event rule, and Bayes' Theorem.
■ Calculate the odds against and the odds in favour of an event.
■ Solve problems and calculate probabilities using a variety of counting rules, including the 
fundamental counting rules, factorial rules, permutations rule, and combinations rule.

5.1 Fundamentals of Probability Theory 
5.2 Compound Events
5.3 Counting Rules 

SAMPLE



■ Differentiate between discrete random variables and continuous random variables.
■ Construct probability distributions for discrete random variables.
■ Calculate the expected value (mean), variance, and standard deviation of a discrete random 
variable using its probability distribution.
■ State the properties of the binomial probability distribution.
■ Interpret and apply the binomial formula to calculate probabilities for a binomial random 
variable.
■ Calculate the expected value (mean), variance, and standard deviation of a binomial 
random variable.
■ Calculate probabilities using the hypergeometric, geometric, and Poisson probability 
distributions.
■ Calculate the expected value (mean), variance, and standard deviation of hypergeometric, 
geometric, and Poisson random variables.

6.1 Discrete Random Variables and their Probability Distributions 
6.2 The Binomial Distribution
6.3 Other Discrete Probability Distributions
6.4 Temperature Measures

SAMPLE



■ State the characteristics and the properties of a continuous probability distribution.
■ Distinguish between the uniform and exponential continuous probability distributions.
■ Calculate probabilities using the continuous uniform and exponential probability distributions, and 
solve application problems involving both distributions.
■ Calculate the expected value (mean), variance, and standard deviation for uniform and 
exponential continuous random variables.
■ Compare the properties of the normal distribution and standard normal distribution.
■ Calculate the probabilities for the normal distribution by calculating the z-score and using the table 
of areas under the standard normal distribution curve and the Z-scores.
■ Solve normal distribution problems corresponding to intervals above, below, or between given 
values.
■ Convert raw X-scores to standardized Z-scores, and vice versa.
■ Use the normal distribution to approximate the binomial probability distribution.

7.1 Continuous Random Variables and their Probability Distributions 
7.2 The Normal Distribution
7.3 The Normal Approximation to the Binomial Distribution

SAMPLE



■ Identify the characteristics of the sampling distributions of the sample means, sample proportions, and sample 
correlation coefficients for a random variable.
■ Distinguish between the individual data values in a population distribution of a random variable and the 
grouped data values in a sampling distribution for that random variable.
■ State the central limit theorem and use it to calculate the mean and standard error of the sampling distribution 
of sample means for a random variable.
■ Define sampling error and standard errors and compute the standard error of the mean.
■ Compute probabilities and predict ranges of values for the X-distribution.
■ Apply the finite population correction factor to correct the standard error of the mean. 
■ Compute the mean and standard error for the sampling distribution of sample proportions.
■ Use the normal distribution to approximate the p-distribution and predict a range of values for the p-distribution.

8.1 Population vs Sampling Distributions 
8.2 Sampling Distribution of Sample Means
8.3 Sampling Distributions of Sample Proportions

SAMPLE



■ Define inferential statistics, population parameters, and biased and unbiased estimators.
■ Differentiate between point estimates and range (or interval) estimates.
■ Identify the appropriate population parameter based on the sample data and the estimator 
for that parameter.
■ Define and interpret confidence level, level of significance, and margin of error.
■ Construct confidence intervals for the population mean when the population standard 
deviation is known, using the normal Z-distribution.
■ Compare accuracy and precision of confidence intervals and determine the sample size 
required for a given accuracy and precision.
■ State the characteristics and properties of the Student's t-distribution.
■ Construct confidence intervals for the population mean when the population standard 
deviation is unknown, using the Student's t-distribution.
■ Construct confidence intervals for population proportions.

9.1 Inferential Statistics and Estimation 
9.2 Confidence Intervals for μ when σ is Known
9.3 Confidence Intervals for μ when σ is Unknown
9.4 Confidence Intervals for p

SAMPLE



■ Define the terms used in hypothesis testing, including null and alternative hypotheses, one-
and two-tailed tests, test statistic, p-value, level of significance, and type I and type II errors.
■ State the procedure for evaluating hypotheses using the 5 steps for formal hypothesis 
testing.
■ Conduct and evaluate hypothesis tests of a population mean using the normal Z-
distribution when the population standard deviation is known (or a large sample size is used).
■ Conduct and evaluate hypothesis tests of a population mean using the Student's t-
distribution when the population standard deviation is unknown.
■ Conduct and evaluate hypothesis tests of a population proportion using the normal Z-
distribution.
■ Conduct and evaluate hypothesis tests for the linear correlation coefficient using the test 
statistic approach and the critical r-value approach.

10.1 Concept and Approach to Hypothesis Testing 
10.2 Testing a Hypothesis about a Population Mean
10.3 Testing a Hypothesis about a Population Proportion 
10.4 Testing a Hypothesis about Linear Correlation

SAMPLE
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Statistics For Health Sciences



STUDENT SURVEY
STATISTICS FOR HEALTH SCIENCES

94%

84%

83%

“The Vretta Online Quizzes Helped Me Prepare 
For The Tests”

“The Textbook is Easy to Understand with Lots 
of Examples.”

“The Vretta Resources (Textbook and Online 
Lessons) Helped Me Understand the Learned 
Material”

Agreed or 
Strongly Agreed

Agreed or 
Strongly Agreed

Agreed or 
Strongly Agreed
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